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SICK dataset: Marelli, Marco, et al. "Semeval-2014 task 1: Evaluation of compositional distributional semantic models on full sentences through 
semantic relatedness and textual entailment." Proceedings of the 8th international workshop on semantic evaluation (SemEval 2014). 2014.



Current Models for Sentence Pair Modeling

● Shortcut-stacked Sentence Encoders (SSE) [Nie and Bansal, 2017]

● Decomposable Attention Model (DecAtt) [Parikh et al., 2016]

● Bi-LSTM Max-pooling Network (InferSent) [Conneau et al., 2017]

● Enhanced Sequential Inference Model (ESIM) [Chen et al., 2017]

● Pairwise Word Interaction model (PWIM) [He and Lin, 2016]
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Pairwise Word Interaction Model (PWIM)
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PWIM: He, Hua, and Jimmy Lin. "Pairwise word interaction modeling with deep neural networks for semantic similarity measurement." 
Proceedings of the 2016 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language 
Technologies. 2016.

Lan, Wuwei, and Wei Xu. "Neural Network 
Models for Paraphrase Identification, 
Semantic Textual Similarity, Natural Language 
Inference, and Question Answering." ACL 
2018.
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*Tai, Kai Sheng, Richard Socher, and Christopher D. Manning. "Improved semantic representations from tree-structured long short-term 
memory networks." arXiv preprint arXiv:1503.00075(2015).



Experiments on eight datasets

❏ Semantic Textual Similarity

STS-2014  SICK

❏ Paraphrase Identification

Quora  Twitter  PIT-2015

❏ Question Answering

WikiQA  TrecQA

❏ Natural Language Inference

SNLI
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Experiment Results Analyses
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Additional Contextual Structure?
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+0.336 -0.016 +0.107 +0.19 +0.093 +0.146 -0.004



Additional Syntactic Structure?
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+0.023 +0.016 +0.017 -0.002 +0.021 +0.026 +0.022 +0.033



Sentence Pair Visualization
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● We are after the question: Does Contextual / 
Syntactic Structure help?

● Help to form a better student model



Takeaway
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Incorporating structural information 
contributes to consistent improvements 
over strong baselines
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